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Abstract

A method based on the Taylor formula for the approximate solution of the
Cauchy problem for the ordinary differential equation is studied. The problem
of estimating the accuracy of the approximate solution generated by this method
is considered, and an estimate of high accuracy is obtained for the difference of
the exact and approximate solution. Here, different from the known values, an
exact expression for the estimation coefficient is found.
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Introduction

We study a problem of approximate solving at the Cauchy problem

y =f(z,y), y(@o) = 1o, (1)
that is important in applications of Mathematics.

It is assumed that f : D — R, D is a convex open set, and the function f(z,y)
has the third order continuous partial derivates. If we denote the exact solution of
problem (1) by y.(z), and the approximate solution by y(z) (xq < z < x,), the
accuracy of the approximate solution is estimated by the following quantity:

A= sup |y.(z)—ylo). (2)

2o <T<Tx

There are many monographs, devoted to this topic, where the estimate of a form
A < Cellz=a0)ps (3)

is derived [1, 2, 3, 4, 10].

Finding the coefficient C' is an essential issue for both practical and theoretical
points of view. This estimate has so far been considered usually basing on heuristic
considerations from the perspective of applications of Computational Mathematics.
In the present, inequality (3) will be studied from a pure mathematical point of view
[5]. In the article [7], it was derived an inequality of the form (3) for the scheme of
the degree of accuracy 2 for autonomous systems(besides, the step was constant). In
the article [8], the case of s = 2 and the step variable was considered for equation
(1). In the present paper, we give an exact formula for the coefficient C' in (3) when
s = 3 and the step is variable.
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1 Approximate solution scheme based on Taylor’s
formula

There exists a solution of problem (1) for the continuous function f(x,y), but it is not
easy to estimate the interval where the solution is defined. Therefore, we assume that
the solution y.(z) of the Cauchy problem (1) exists on a given interval [zg, z.]. The
values of the solution y, () are searched on the grid zop < 1 < 23 < ... < xy = =,

and the step length h,, = x,, — x,_1, can be arbitrary. Let h = lr<na<>§vhn.

For the exact solution, we use Taylor’s formula with accuracy o(h?):

1 1
Y (xnfl + hn) = y*<xn71) + ?/,* ($n71>hn + 53/”* (xnfl)hn2 + gy*m(xnfl)hng + R37 (4)

where

y(@) = flo,y(@)], v (2) ={fo + [y} [z, y.(2)],
y" . (r) = {fm + 2 foyf + fyyf2 + (fy)Qf + fyfx} [, ()],

Ryj is residual term of Taylor’s formula. We substitute these expressions in (4) to
obtain

2
y*(xn—l + hn) - y*(xn—l) + f[xn—la y*(xn—l)]hn + {fa: + fyf} [xn—la y*(xn—l)]%_’_

3

o 2o S+ G Fule} )] 4+ Ry

If the residual term is dropped, the following sequence is obtained:

2

n

s = Y+ Sl Gl + Lo+ Fy s ) ot
3
b {Faa+ 2 4 BB+ DS+ Fue} [ o)

The sequence {y,,} is an approximation for the values of the exact solution y.(z)
on the grid. To prove inequality (3), it is convenient to work with the approximate
solution defined on the whole interval [xg, .|, but not with the above sequence.

Lemma. If

7(z) = yo + / (10 T + (5 — 82) (Fof + fo) [0, T 6]+

(s — 63)2

g e 2fef o+ f (B + fofe} 105,900 s, (6)

then y(x) = y,, where 5 = d(s), which is determined as §(s) = xy for the interval
xp < s < g1, k=0,1,..., N — 1. In order to derive estimate (2), the condition that
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the function y,(x) is defined on the interval [z, z.] is not enough but it must also be
known that it lies in a set K, K C R? on this interval. We assume that K is convex
and (z,y.(z)) € K, (z,y(z)) € K for all z € [zg,z.].

We the can define the following numbers:

My = ma x, ) My = ma z\ L, ) My = ma &€, )
0= e V@ o)l Mo = mex fa@y)l, Mo = max, 1)

Mz = max |for(2,y)], Mu= max |[fo(z,y)], Me= max |[f,(z,y)l,

(zy)eK (z,y)eK (z,y)eK
Mo = max | foay(z,9)], Mio = max | foy(z,y)l, (7)
Mso = max |foar(z,9)l, Mo = max |fy(@,y)|.
We let denote
Y = Pos(F, for Fy oo Fogs By Fas Fanrgs o Fy), (8)
where f,a,s denotes % P,, is a polinomial of degree m. For example,

P1:f7 P2:fx+fyf> PSZfxr+2fxyf+fyyf2+(fy)2f+fyfx-

Further, we use the following notation as well:

lm - Pm(M07M10a M017M117 M12a MOQ) ceey Mn()?Mn—l,l) ceey MOn)

2 Main result

First, we evaluate the derivative of the approximate solution:

§(x) = 050 + (s = 8,) (fuf + fo) [05, 5(0)]+

) (Foo + 2fenf + Fuuf? + NS+ Fofs) 100 55)) (9)

that is, the approx1mate solution y(z) consists of a cubic spline. Since 0 < s—d; < h,
equation (9) leads to the following estimate:

2

h
<h+Lh+15—=

() >

Theorem. For the approximate solution, the estimate

M()l(l‘—aco) _ 1

() — §(2)] < (Lo + Loh + Lyh?)h3E
MOl

holds true, where

Lo = 3 ((3May + Moy Myy 4+ MygMoo)ly + Moolily + (3Mys + Moy Moz)l*+
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+Mosh® + Mo + MyoMyy),
Ly = —4((M21 + Moo Mio)lo + (2M2 + Mos Moy )lilo + Mils + Moolyls + 1%l M),
Ly = L0((]\/[02]\410 + Ma1)ls + (2Miz + Moo M)yl + Mosly*ls).

Proof. Using the equation

T

y(2) = yo + / Fl5. . (5))ds

o

for the exact solution, and equation (6) for the approximate solution yields
() — §(2)| < / 155 = Fls, 5 s + [ 11(5)] s,
zo

where

I(s) = fls,5(s)] = f10s, 5(05)] = (s = 8s) (fyf + fa) 05, 5(05)] =
- _268) (foo + 2 ey f + fouf? + (£, f + fu ) [0, 5(55)- (10)

We transform the first two terms of the expression (10) as follows:

s

o) = 10,5060 = [ I gy = [ g+ b 01501 =

/fﬂy dr+/fy7"y f16r,y(6,)]dr+

n / (= 8.) (Fuf + fo) s 5O Lfy [ Tt

S

(r —6,)° 2 2 ~ ~
+/ 5 (f:m: + 2fuyf + Jyuf” + (fy) I+ fyfw) [ y((sr)]fy[r7y<r)]dr-

ds

We put the result into (10) and perform one of the following groupings:

/ (Ll T = flds, 582 Y = / ( / Ww) dr —
Os

Os Js

- / / [l 5]+ Lol F0)]f 000 5(6)] s+
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n / / (=82 (Fuf + £2) Bus TO) foylts T dudr+ (11)

fm + 2fuy f + fouf® + (fy) f+ fyfa;) [0us Y(0u)] fay [0, Y (w0)] }dudr.

I

We can evaluate the second and third integrals in (11) in the following order (here
O = 0g):

S T N h3
[ [ 1= 6Pt slaudr < s
0s Os

U — 0y 2 ~ h*
T)ngxy[u,y(u)] dudr < Mulgﬂ.

/]!

In a similar fashion we have

/E@ry ﬂﬁwﬂ)ﬁﬁ%%&%r/(/im%gﬁmmoﬂ&ﬂﬁﬂm

/ / (ool GO F 6 T 60 O + Fyolats T(w)) 161 5(6,)]}dudr+

. / / (1= 82) (. + 1) 0o TON ol T 56 dudrs (12)

fzg: +2fey f + fyyf2 (fy)Qf =+ fyfm> [0 @(%)]fyy[% y(u)] f10r, y(6r)|dudr.

Ui

We can evaluate the second and third integrals in the right hand side of (12) as
follows:

3

/ / = 82)Papl 60,5600 160,506, dudr < Mgy

4

h
< —.
dudr = Moglll:; 24

ngyy u, y(w)] f[0r, y(6y)]

After that, we group the rest terms in I(s):

s

/(r — o) (f,yf + fx) [0, 5(0:)]fylr, y(r))dr+

ds
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2
—i—/ (r 257‘) (fm + 2 oy f + fyyf2 + (fy)Qf + fyfm) [0, Y(:)] fylr y(r)]dr—

ds

(8)

(fow + 2fanf + Fugf* + (£ F + fufo) [0, 5(6,)] =

-—//Y@f+hﬂ&@@»@h@vwwm— (13)

_ / / (oo 2fnf + Fonf? + (52 4 Fofe) [60s 58 dudr+
0s Os

S

(r —6,) 2 2 ~ ~
+/ 5 (fw:v + 2fuyf + fyuf” + (fy) [+ fny) (6, y((sr)]fy[r7y<r)]dr-

ds

We evaluate the last integral on the right hand side of (13) as follows:

S

/

ds

r—6,)° _ h?
( 5 ) Ps fylr,y(r)]|dr < M01Z3E-

We group the unestimated terms of the expressions (11), (12) and the appropriate
terms of the expression (13). We write the result in the following form:

/ / { foaltt, 9(w)] + fuyl, ()] f[6u, §(6)] ydudr+

//hMuy F 00 T TO)] + fylt Fu)] £ 161, 5(6,)] bludr+
o [ [t + 2206560800
_// ((fim +2f$yf+ fyyf2 + (fy)2f+fyfx) [5s,§(5s)])dudr+

s

+ / r _25’“) (fuw + 2Fapf + fun >+ () + Fy o) 160, GO fy r, 5 dr =

// fezlt, y(w)] = frzlds, Y(0s)])dudr+
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+2/ / (Faltt, T00)) = Fuu 65, T(0))) £16,, 56, dudr-+
// (fylr, y(r)] = fyl0s, 5(:)]) (fy )05, Y(6s)]dudr+
// Fylr, y(r)] = fy[0s, 4(65)]) fu10r, Y ()] dudr+

// Foulus T(w)] = 105, 5(86)]) £2[05, (85 )| dudr.

We denote the resulting integrals by ai, as, as, as, a5 and simplify each of them. We
transform the integral a; as follows:

ay = /S/T(fm[uaﬂ( — fralds, Y(6s)])dudr = // (/ el dv) dudr =
s Os

/// faae [0, Y (V)] + faay[v, §(0)] f60, ¥(0,)]) dvdudr+
/ / / ) (fuf + fo)[00: 9(00)] fuy v, G(v)]dvdudr+

/ / / OO ap F o fn P+ )2 o) (o T00) fans[o o) dvdudr

Then, we will evaluate each of these integrals.

3

[ [ [ el TN + ol T0 160, 516.)) dvdudr <(Mao + ModMar) -
0s 0s Os

S T u N h4
/// (0= 8) Py, 50 dvdudr < Moy
0s 05 Os

h5

ngmy v, y(v)]|dvdudr < M21l3120.
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Similarly, we simplify the expression a,.

G =2 / / Faglts G0)] — Foglb0, F62)1) F 160, 56 dudr =

_2/// Foye [0, )] + fayy [0, 5(0)] (00, 5(80)]) f[s, (65)]dvdudr+

+2/// v=o fyf—i_fx [0, Y(0u)] fayy[v, (0)] 105, y(65)]dvdudr+

+2/ / /
Feyy[v, 9(0)] f165, 5(05)]dvdudr.

Next, we evaluate each of these integrals.

fa:z + 2 ayf + fyf* + (F)°f + fyfe) 160, 5(6)]

///' Seya [0, Y(0)] + fayylv, Y(0)]f[60, 4(00)]) f10s, 5(8:)]] dvdudr <

3

h
< 2(May My + M02M12)E’

S I8 u R ) h4
2///“” = 00) P fuyy [0, 4(0)] f 05, 5(0)]|dvdudr < 2Mishlog 7,
ds 0s Js

h5

/// }(U - 5U>2P3f:cyy[v7g<v)]f[ say ‘dvdUdr < 2M12l l3120
ds 0s Os

We now simplify the expression as.

4= // Fylr y(r)] = £y10s, 5(8:)) (4 f) 05, y(0s) | dudr =

—///(fyz[v,i/v(v)]+fyy[v,§](’u)]f[ 8u, Y(0,)]) (fy )0, ¥(ds)]dvdudr+

+ / / / (0 = 00) (fyf + Fo) (00, T(00)] Fyy v, TW) (£, )18, 5(0s)]dvdudr+
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fwr+2fmyf+fyyf + (fy) f+fyfz) [6vay( )]

I
Folo, g)I(fy 105, y(0s)ldvdudr.

Then, we evaluate each of these integrals.

/ / / el T+ Fualo TS 180 TO]) ()10, T3] dodudr <

h3
< (MoMoy My + My? Moy Myz)— 6

S T u 4
/ / / (0= 80) Py [0, T )0, 506, dvdudr < Moy Mgl

h5

0 o A ) e 000 e < Mo Ml o

We now snnphfy the expression.

" // (Bl 5] = £,160, T6)]) foldr (6, dudr =

= [ [ ] el 500 + oyl T 160,700 160 50 o+

+ / / / (0= 62) (fof + F2) 8o T6)] o 02 T0)) o 60, 560 dodudi+

/ / /
Foulv, 5(0)] [0, 5(85)]dvdudr.

Let us evaluate each of these integrals.

(fao + 2Feuf + Fiud® 4 ) F + £ ) 100, 560)]

/ / / el )]+ ool OV F 00, TON]) Folbos 7(6,)]| dvdudr <
ds 0s Os

h3
< (MyoMyy + MOMl(]MOQ)Ev
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S T u 4

/ / / (0 = 52) Padiplo, 500 o100, 500, dodudr < MigMialay
ds

v—20 h5

/ / / 0L o G0 8 506 e < Mg Mo

Finally, we simplify the expression:

a5 = / / (Funltt, ()] = Ful0s, T3] F2165, §(0s) ) dudr =

_ / / / P03 T + Fono [0, G50 TON]) £2100, 56, )dvdudr+
" / / / (0= 62) (fof + Fol60, T fyuolos 5)] £2105, 56, dvdudr+

/// fm + 2 oy f + fud® + (F)f + fufe) 05, 5(8)]

Fyu0s 5(0)] F2[05, Y (65) ] dvdudr.

Let us evaluate each of these integrals:

/ / / (o[0T + Fyg 0 T80 T6)]) 2165, 55.)]| dvdudr <

h3
< (Mo*Mig + M03M03)E,
4

S T u N h
/// ‘('U —dy) szyyy[%y(?})]f 05, Y(0s ‘dUdUdT < Mosly? 5224

S T u
We have estlmated all the above expressions. These estimates allow us to write the

following inequality [ |I(s)|ds < Ch3(x — x), where C' = Lo + L1h + Loh®.

o

h5

P3fyyy[v y( )]f2[557g(65)] dvdudr < M03l1 ls— 120°

Hence,

|y« (2) = §(2)| < Ch*(z — x0) + / |8, y+(8)] = fls, y(s)]|ds.

Zo
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According to the Lipschitz condition (it is not difficult to see that L = My, [6])
s, y(s)] = fls,y(s)]] < Mon [y (s) —y(s)]l -

Therefore, |y.(z) —y(z)] < Ch*(z — zo) + Mo [ |y«(s) — y(s)]|ds. Applying
z0
Gronoul’s lemma to this inequality [9], we get

€M01(:1:7x0) -1

() —y(x)] < Ch?
(o) — Jla)| < O

3 Conclusion

Estimating the accuracy of the approximate solution of the Cauchy problem for an
ordinary differential equation is important for both theoretical research and practical
applications. In this case, it is not enough to find the values of the solution in the
argument grid, but it is of particular importance to estimate the difference between
the approximate and exact solutions in the entire range under consideration. The
result obtained in the article solves this problem.
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